
1520-9210 (c) 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TMM.2020.3034540, IEEE
Transactions on Multimedia

USER IDENTITY LINKAGE ACROSS SOCIAL MEDIA VIA ATTENTIVE TIME-AWARE USER MODELING 1

User Identity Linkage across Social Media via
Attentive Time-aware User Modeling

Xiaolin Chen, Xuemeng Song, Siwei Cui, Tian Gan, Zhiyong Cheng, and Liqiang Nie, Member, IEEE

Abstract—In this paper, we work towards linking users’ iden-
tities on different social media platforms by exploring the user-
generated contents (UGCs). This task is non-trivial due to the
following challenges. 1) As UGCs involve multiple modalities (e.g.,
text and image), how to accurately characterize the user account
based on their heterogeneous multi-modal UGCs poses the main
challenge. 2) As people tend to post similar UGCs on different
social media platforms during the same period, how to effectively
model the temporal post correlation is a crucial challenge.
And 3) no public benchmark dataset is available to support
our user identity linkage based on heterogeneous UGCs with
timestamps. Towards this end, we present an attentive time-aware
user identity linkage scheme, which seamlessly integrates the
temporal post correlation modeling and attentive user similarity
modeling. To facilitate the evaluation, we create a comprehensive
large-scale user identity linkage dataset from two popular social
media platforms: Instagram and Twitter. Extensive experiments
have been conducted on our dataset and the results verify the
effectiveness of the proposed scheme. As a residual product, we
have released the dataset, codes, and parameters to facilitate
other researchers.

Index Terms—Attention Mechanism, User Identity Linkage,
Temporal Correlation.

I. INTRODUCTION

RECENT years have witnessed a growing trend among

people to immerse themselves in multiple social media

platforms and hence fully enjoy the various services. Accord-

ing to the report by Pew Research Center in 20181, more

than three-quarters of Internet users are using two or more

social media platforms. In particular, 73% of Twitter users

are involved in Instagram concurrently, and 60% of Instagram

users also visit Snapchat. Such a phenomenon has inspired

researchers to investigate tasks across social media [1–7],

ranging from the user migration [1] to the personalized rec-

ommendation [2, 3, 5, 6]. As the key prerequisite of existing

studies, the research of user identity linkage which is to link

individual’s accounts on different social media platforms have

received increasing attention.

As a matter of fact, several efforts have been dedicated to

solving the problem of user identity linkage [8–11]. They
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Fig. 1. Illustration of the user identity linkage task.

mainly focus on investigating the user profiles (e.g., user-

name, birthday and gender) [8, 12] and social connection

structures [9, 11]. Despite the great success achieved by these

efforts, most of them overlook the UGCs, whereby the infor-

mation is richer and the cues conveying users’ characteristics

are more representative. Although some pioneer studies [13]

have attempted to bridge this gap, they mainly utilize the

shallow learning methods and focus on the homogeneous

UGCs (e.g., the text), resulting in suboptimal in practical

applications. Meanwhile, recent years have witnessed the

compelling advances of deep neural networks in representation

learning [14], which propels us to explore the potential of

incorporating the deep learning technique in the context of

user identity linkage, especially using the heterogeneous UGCs

(e.g., the text and image).

In this work, we aim to study the practical problem of

user identity linkage across social media by particularly an-

swering the question “whether the given user accounts on
different social media refer to the same identity based on
their heterogeneous UGCs”, as illustrated in Figure 1. The

task we propose here primarily involves the user similarity

modeling across different social media platforms. However,

the user similarity modeling based on heterogeneous UGCs

is non-trivial due to the following reasons. 1) UGCs may in-

volve multiple modalities, including texts, images, and videos.

Intuitively, the image and corresponding textual description

in a UGC may have different confidence pertaining to the

user characterization. Figure 2 shows two UGC examples. It

is apparent that the textual description delivers more signals

in characterizing the user in the first UGC, while the image

is more informative in the second one. Therefore, how to

adaptively characterize the confidence of different modalities

towards user identity linkage poses the main challenge for us.

2) In fact, one user tends to post similar, even the same, UGCs

across different social media in a short period. For example,
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Username1 If I had to choose one breakfast combo
to eat every single day, this would hands down be
the winner-pasture raised eggs, roasted sweet potato
and broccoli, and fresh avocado slices.

Username2 What a beautiful sight! Follow us for
more!

Fig. 2. UGCs with different modality confidence in user characterization.

a man may post the text “Looking forward to my trip to

Beijing!!” on Twitter before his journey, while sharing pictures

on Instagram during the trip. Consequently, how to incorporate

the temporal post correlation between users’ distributed UGCs

into the user similarity modeling and thus conduct time-aware

user identity linkage is a tough challenge. And 3) there is no

publicly available large-scale dataset to well support our user

identity linkage task based on users’ heterogeneous UGCs with

timestamps. Therefore, the last challenge lies in the lack of

benchmark dataset.

To address the aforementioned challenges, we propose an

attentive time-aware user identity linkage scheme, UserNet

for short, as illustrated in Figure 3, which seamlessly inte-

grates the time-aware post correlation modeling and attentive
user similarity modeling. In particular, we define the time-

aware post correlation modeling as incorporating the time

factor to model the post correlation and hence identify the

corresponding user accounts on different social networks.

Essentially, we introduce a time decay factor to capture the

pair-wise temporal correlation among posts, which intuitively

reflects the influence of their post similarity on the final

user similarity modeling. In addition, to accurately measure

the user similarity, we propose the attentive user similarity

modeling to adaptively fuse the user similarity compiled from

different modalities. To comprehensively model the confidence

of each modality regarding the user similarity modeling, the

proposed model focuses on learning the global pair-wise

post similarity distribution rather than the local post one.

Moreover, to guarantee the evaluation quality and facilitate

the experiment conduction, we construct a large-scale user

identity linkage dataset, dubbed as TWIN, consisting of 5,765

users with 1,729,500 UGCs and corresponding timestamps on

Twitter and Instagram. Extensive experiments on this real-

world dataset have fully validated our work.

Our main contributions can be summarized in threefold:

• To the best of our knowledge, we are the first to in-

corporate the deep learning techniques in the context

of the user identity linkage problem only based on the

heterogeneous UGCs on different social media platforms.

Previous work has either focused on the user profile and

the social network structure or their combination with

the user content. In particular, we present an attentive

time-aware user identity linkage scheme, UserNet, which

jointly unifies the time-aware post correlation modeling
and attentive user similarity modeling.

• We propose the time-aware post correlation modeling

to mine the temporal post correlation among one’s dis-

tributed posts on different social media platforms. In

addition, we further propose the attentive user similarity

modeling that can adaptively fuse the user similarity

compiled from different modalities.

• We create a comprehensive user identity linkage dataset,

TWIN, consisting of 5,765 users with 1,729,500 UGCs

and corresponding timestamps on Twitter and Instagram.

Experimental results are encouraging with detailed analy-

sis and insights. We have released our dataset, codes, and

parameters to facilitate other researchers2. In particular,

due to the concern of the privacy problem [15], we have

obscured the sensitive user characteristics in our dataset.

II. RELATED WORK

Both user identity linkage and representation learning are

related to this work.

A. User Identity Linkage

As an emerging problem, user identity linkage has been

arresting much attention recently [8–12, 16–18]. Initially,

Fellegi et al. [19] first proposed the problem of record linkage

which is the origin of the user identity linkage problem.

Thereafter, Zafarani et al. [20] provided evidence on the

existence of mappings among identities across multiple social

media and first formally presented the user identity linkage

problem. Besides, following the review [21], existing efforts

can be broadly divided into three directions: user profile-based,

network structure-based, and content-based approaches.

User profile-based approaches [8, 12] focus on investigating

user profile attributes, such as the usernames, birthdays, and

genders. For example, Perito et al. [8] investigated the feasi-

bility of usernames to perform the user identity linkage with

binary classifiers. In addition, Mu et al. [12] proposed a unified

framework based on the latent user space modeling utilizing

the basic user profiles. Despite their success, the user profile

can be ambiguous and unreliable towards the user identity

linkage, as it can be deliberately counterfeited by users.

Network structure-based approaches [9, 11] aim to link the

user identities with their network structures. For example,

Tong et al. [11] proposed a supervised network embedding

model with the observed anchor links as the supervision

to capture the major structural regularities. Zhou et al. [9]

introduced the friend relationship-based user identification

algorithm, which calculates a matching degree for all candidate

User Matched Pairs (UMPs). UMPs with top ranks are consid-

ered to be identical. However, obtaining the complete social

connection network of users can be intractable due to the large

quantity and privacy issues, which hinders researchers from

utilizing the graph structure patterns to link the user identities.

Content-based approaches [10, 13, 18, 22–27] attempt to

link user identities by investigating the UGCs. For example,

Rong et al. [10] developed an authorship identification frame-

work, where the writing style features are exploited. Likewise,

2https://socialmediafpd.wixsite.com/usernet.
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Fig. 3. Illustration of the proposed scheme for user identity linkage by exploring UGCs. In this scheme, we first learn the accurate representations for
heterogeneous user posts on different social media platforms. We then conduct the attentive time-aware user similarity modeling to identify the same user.
“Tw” and “Ins” refer to the Twitter and Instagram, respectively.

Olszewska et al. [27] presented a hausdorff-distance enhanced

matching approach for image-to-image querying based on

scale invariant feature transform descriptors. In addition, Goga

et al. [18] proposed an n-gram language model to identify

accounts on different social media platforms. Noticed the

inherent correlation of the content, Sapumal et al. [13] in-

troduced a method which enables the incorporation of user

shared textual content as an approximate matching method.

In addition, several efforts have been made to explore

multiple types of user information to boost the performance

of user identity linkage [16, 28–33]. For example, Liu et

al. [16] designed a heterogeneous behavior model to measure

user behavior similarity from all aspects of a user’s social

data (i.e., profile, network and content). Besides, Ren [31]

introduced a network alignment model, which predefines a set

of meta diagrams to extract features of network structures and

the content information.

Beyond the existing studies that mainly work on the ho-

mogeneous UGCs and overlooked the time factor, we aim to

tackle the user identity linkage with the heterogeneous UGCs

(e.g., the text and image) on different social media, where the

temporal post correlation is also taken into account.

B. Representation Learning

As a hot research topic, representation learning has been

striving for learning more precise representations of data,

as compared to hand-crafted features, and hence achieves

excellent performance in various tasks [34–38]. In particular,

recently, the compelling success of deep neural networks has

facilitated plenty of models, including Bi-directional Long

Short-Term Memory (BiLSTM) [39], convolutional neural net-

works (CNN) [40] and deep Boltzmann machine [41]. For ex-

ample, Wang et al. [42] employed deep auto-encoders to obtain

the non-linear network structure and thus captured the accurate

network embedding. Due to the increasingly complex data

and tasks, multimodal learning has acquired some researchers’

attention. For example, Ngiam et al. [43] introduced a structure

to learn the shared representation of visual and speech data and

thus resolved the problem of speech recognition. Karpathy

et al. [44] studied multiple approaches to large-scale video

classification using CNNs. Although representation learning

has achieved compelling success in plenty of tasks, including

multimedia retrieval [45], multilingual classification [46] and

phonetic recognition [47], there is relatively sparse literature

on user identity linkage.

III. PRELIMINARIES

We first introduce the necessary notations, and then formu-

late the research problem.

A. Notation

Formally, we first declare some notations. In particular, we

use bold capital letters (e.g., X) and bold lowercase letters

(e.g., x) to represent matrices and vectors, respectively. We

employ non-bold letters (e.g., x) to denote scalars and Greek

letters (e.g., γ) to parameters. If not clarified, all vectors are

in column forms. The main notations used in this paper are

summarized in Table I.

B. Problem Formulation

In this work, we aim to tackle the problem of user identity

linkage across different social media platforms. Without loss

of generality, we focus on linking user identities between

two platforms O1 and O2, and it can be easily extended to

the cases of multiple social media platforms. Moreover, we

choose the popular social media Twitter and Instagram as

O1 and O2 to illustrate our scheme. Owing to the different

service emphases, people tend to broadcast news or join

topic discussions via textual tweets on Twitter and share their

daily life or thoughts by posting images with brief textual

descriptions on Instagram [48]. To make the model more

representative, we particularly assume that users prefer to

generate mono-modal posts (e.g., text) on O1 while multi-

modal posts on (e.g., image-text pairs) on O2.
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TABLE I
SUMMARY OF THE MAIN NOTATIONS.

Notation Explanation
U The set of training user account pairs.
y The label vector of training user account pairs.
O1 The first social media platform.
O2 The second social media platform.

ui
1 The i-th user on O1.

ui
2 The i-th user on O2.

Ti The related information of ui
1.

Si The related information of ui
2.

tik The k-th textual post of ui
1.

sig The g-th multi-modal post of ui
2

rk,g The time decay factor between posts tik and sig .

m̂g The global similarity distribution of sig towards tik .

d The similarity representation between ui
1 and ui

2.

Suppose we have a set of training user account pairs

U = {(u1
1, u

1
2), (u

2
1, u

2
2), · · · , (uN

1 , uN
2 )}, where each pair

consists of two user accounts on social media O1 and O2,

respectively. Meanwhile, we assume that for each user account

ui
1 on O1, we have his/her K historical mono-modal posts

(i.e., text) with timestamps Ti = {(tik, pik)}Kk=1. Here tik
refers to the k-th textual post, while pik denotes the corre-

sponding timestamp. Analogously, for each user account ui
2

on O2, we gather his/her G multi-modal posts (i.e., image-

text pairs) Si = {(sig, qig)}Gg=1 = {(vig, cig, qig)}Gg=1, where

vig and cig represent the visual and textual modality of the

g-th post, respectively. qig corresponds to the timestamp of

the g-th post. The training user account pairs are labeled by

y = (y1, y2, · · · , yN )T ∈ R
N , where yi stands for the ground

truth of the i-th pair (ui
1, u

i
2). In particular, yi = 1, if the

accounts ui
1 and ui

2 refer to the same user identity in the

physical world, and yi = 0 otherwise. In a sense, we aim

to learn the projection G : ui
1 ×ui

2 → {0, 1} using the labeled

training user account pairs, and on the top of that, we can

identify whether ui
1 and ui

2 refer to the same identity.

IV. METHODOLOGY

This section details the proposed attentive time-aware user

identity linkage across social media. Essentially, although

the distributed UGCs of one user on different social media

platforms may reflect different aspects of the user, they should

share certain underlying patterns including writing styles,

posting behaviors and personal interests, and hence coherently

characterize the same user. Towards this end, we first learn the

accurate representations for heterogeneous UGCs on different

social media platforms. We then employ the attentive time-

aware user similarity modeling to identify the same user, which

jointly compiles the temporal post correlation and attentive

user similarity modeling.

A. Representation Learning for UGCs

Undoubtedly, the representation learning for each UGC

plays a pivotal role in user characterization. In this work, the

heterogeneous UGCs on two social media platforms involve

two modalities: the image and text, where UGCs on O1 only

possess the textual modality and those on O2 include both.

We thus here first learn the textural and visual representation

for each modality, respectively.

Textural Representation Learning. To capture the under-

lying message thoroughly and characterize the user accurately,

we adopt the BiLSTM framework to encode the textural

modality of one’s historical posts, which have achieved great

success in various natural language processing tasks [49–51].

Taking the text on O1 as an example, as that on O2 can be

derived in the same manner.

For simplicity, we temporally omit the superscript i and

subscript k of tik, which refers to the k-th post of user

ui
1 on O1. Given a textual post t consisting of M words,

t = {x1, x2, · · · , xM}, we first embed word xz, z =
{1, 2, · · · ,M}, into the vector ez ∈ R

De with the help of

the Global Vectors for Word Representation (GloVe), which

is able to surpass the alternative state-of-the-art methods in

the word analogy task [52]. Based on the word embeddings,

we then employ the BiLSTM to learn the representation for

the user post t. The key advantage of BiLSTM is to take both

the forward and backward word sequence into account, which

enables us to comprehensively capture the post context. Let−→
f z and

←−
f z be the z-th hidden states of the forward LSTM and

backward LSTM, respectively. Here, we take the derivation of−→
f z as an example, as that of

←−
f z can be obtained in the similar

manner. In particular, we calculate
−→
f z as follows,

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

uz = σ(Wu[
−→
f z−1, ez] + bu),

rz = σ(Wr[
−→
f z−1, ez] + br),

mz = tanh(Wm[rz �
−→
f z−1, ez] + bm),

−→
f z = uz �mz + (1− uz)�

−→
f z−1,

(1)

where uz and rz symbolize the update gate and reset gate,

and mz represents the status of the memory cell. Wu, Wr

and Wm are the weight matrices, while bu, br and bm are

the bias vectors. � denotes the element-wise multiplication

operation, σ(·) means the sigmoid activation function, and then

by concatenating
−→
f z and

←−
f z , we can obtain the final latent

representation fz for the word xz as follows,

fz = [
−→
f z,

←−
f z]. (2)

Ultimately, considering the limited length of the user post on

social media platforms, we simply represent the user post t
with the sum of the word representations as follows,

t̃ =

M∑
z=1

fz. (3)

Accordingly, we can obtain the latent representation t̃ik for the

k-th textual post tik of user ui
1 and c̃ig for the textual description

cig generated by ui
2.

Visual Representation Learning. As for the visual modal-

ity (i.e., image) of a given user post, we first obtain its rep-

resentation with the help of Residual Network (ResNet) [53],

which has delivered the superior performance in several chal-

lenging computer vision tasks on ImageNet [54] and Microsoft

Common Objects in Context [55]. It is worth noting that only

the multi-modal UGCs on O2 involve images, and we thus

only conduct the visual representation learning for them. In

particular, we first feed the g-th image post vig of user ui
2
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into the ResNet h. Hereafter, we employ a fully connected

layer to project the learned visual representation into the latent

common space with the textual representation. We have,

ṽi
g = Whh(v

i
g|ΘΘΘr) + bh, (4)

where Wh and bh are the weight matrix and bias vector of the

fully connected layer, and ΘΘΘr denotes the network parameter

of h. Accordingly, we can acquire the latent representation ṽi
g

for the visual description vig of the user ui
2.

B. Attentive Time-aware User Identity Linkage

Having obtained the representations of posts on different

social media platforms, we can conduct the user similarity

modeling, and afterward identify if ui
1 and ui

2 refer to the

same user. For simplicity, we temporally omit the superscript

i in all notations.

1) One Naive Approach: One naive approach to measuring

the user account similarity is to calculate the average similarity

of all pair-wise user posts, i.e., tk and (vg, cg) of user accounts

u1 and u2, respectively. Adopting the widely-used cosine

similarity, similar to [56, 57], we can acquire the pair-wise

similarity mk,g between posts tk and (vg, cg) as follows,

⎧⎪⎨
⎪⎩
mk,g = 1

2m
c
k,g +

1
2m

v
k,g,

mc
k,g = cos(t̃k, c̃g),

mv
k,g = cos(t̃k, ṽg),

(5)

where mc
k,g and mv

k,g correspond to the textual-textual and

textual-visual similarities between posts tk and sg , respec-

tively. cos(·, ·) refers to the cosine function.

By averaging all the mk,g’s for user accounts u1 and u2, we

can gain the user similarity. However, this method suffers from

the following three limitations. 1) It treats all users’ historical

posts equally but overlooks the temporal correlation among

their distributed posts on different social media platforms. 2)

Taking different modalities (i.e., text and image) of a UGC

uniformly, it neglects the confidence varies over different

modalities on user characterization. And 3) it tends to learn

the local pair-wise post similarity, which ignores the global

user context and may lead to the degraded performance.

2) Time-aware Post Correlation Modeling: As a matter of

fact, user’s posts generated on different social media platforms

at an adjacent period tend to be similar [16]. For example,

a man may post the text “I am coming! France” on Twitter

before his journey, while sharing pictures on Instagram during

the trip.

Towards this end, we propose to learn the user similarity by

incorporating the temporal factors, where we argue the simi-

larity of posts generated on different social media platforms at

a similar period merits our special attention. Accordingly, we

introduce the time decay factor rk,g to capture the temporal

correlation between posts tk and sg , which intuitively reflects

the influence of their post similarity towards the final user

similarity modeling between u1 and u2. In particular, we

measure rk,g with the following time decay function,

rk,g =
1

log |pk − qg|
, (6)

…
…
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…
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Fig. 4. Workflow of the proposed UserNet scheme, which consists of two
key components: the representation learning for UGCs and the attentive time-
aware user identity linkage.

where pk and qg are the timestamps of posts tk and sg , respec-

tively. As can be seen, the smaller the timestamp difference

between two posts is, the higher temporal post correlation

we impose on them. This also corresponds with the larger

confidence we assign towards the user similarity modeling.

Thereafter, by multiplying mc
k,g and mv

k,g , we can obtain

the time-aware pair-wise similarities m̂c
k,g = rk,gm

c
k,g and

m̂v
k,g = rk,gm

v
k,g , respectively.

3) Attentive User Similarity Modeling: As aforementioned,

each multi-modal UGC on social media O2 involves both

the image and corresponding textual description. Undoubtedly,

both modalities can convey important cues regarding the

user characterization. For example, the image may objectively

reflect the user’s current state, while the textual description can

additionally reveal the subjective feeling and even the writing

style of the user. Apparently, different modalities may capture

users’ characteristics with different confidence levels. Towards

this end, to adaptively characterize the confidence of different

modalities towards the user identity linkage, we propose to

attentively measure the user similarity by introducing the

attention mechanism to our scheme.

The attention mechanism has been proven effective in

many machine learning tasks [58–64], including multimedia

recommendation [62] and image caption [63, 64]. To com-

prehensively model the confidence of each modality regarding

the user similarity modeling and boost the performance, we

resort to the global post similarity distribution rather than

the local pair-wise post one. As such, for each multi-modal

post sg of user account u2, we represent its global visual

similarity distribution to user account u1 with the latent vector

m̂v
g = [m̂v

1,g, m̂
v
2,g, · · · , m̂v

K,g] and that textural one with

m̂c
g = [m̂c

1,g, m̂
c
2,g, · · · , m̂c

K,g], respectively. For simplicity,

we further temporally omit the subscript g of m̂v
g and m̂c

g .

Given the above global visual and textural similarity of the

multi-modal post, we are able to estimate the confidence of

different modalities as follows,⎧⎪⎨
⎪⎩
hv = tanh(Wvm̂

v + bv),

hc = tanh(Wcm̂
c + bc),

[αv, αc] = softmax(aTcon(hv,hc)),

(7)
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Algorithm 1 Attentive Time-aware User Modeling.

Input: Training user account pairs U
Output: Predicted probability ỹi

1: Initialize neural network parameters Θ.

2: repeat:
3: Draw (ui

1, u
i
2) from U .

4: for g = 1 to G do
5: for k = 1 to K do
6: Compute m̂v

k,g , m̂c
k,g according to Eqns. (5)

and (6).

7: Conduct similarity modeling according to Eqn. (8).

8: Compute ỹi according to Eqn. (10).

9: until : Objective value converges.

where Wv and Wc are weight matrices, while bv and bc are

bias vectors for the attention network. con(·) stands for the

concentration operation. αv and αc refer to the normalized

confidence of the visual and textual modalities, respectively.

Here, the to-be-learned vector a can be interpreted as the

representation of the query “which modality of the given
post conveys more significant cues towards the user identity
linkage”. Ultimately, the global similarity distribution m̂ of

u2’s post s pertaining to user account u1 is computed as

follows,

m̂ = αvm̂
v + αcm̂

c. (8)

Accordingly, for each multi-modal post sg of user account

u2, we can acquire its global similarity distribution m̂g

towards user account u1 and the confidences of different

modalities (i.e., αc
g and αv

g).

By now, we can proceed to the final user similarity modeling

between user accounts u1 and u2. In particular, we integrate

the global similarity distributions of all posts belonging to

u2 by d = [d1, d2, · · · , dG] ∈ R
G, where dg = avg(m̂g)

refers to the average pooling over the distribution vector m̂g ,

g = {1, 2, · · · , G}. Thereinto, K and G refer to the total

number of posts of u1 and u2, respectively. In a sense, d
can be treated as the latent similarity representation between

u1 and u2. Thereafter, we utilize the multi-layer perceptron

(MLP) [65] to project the latent similarity space into the

probability space as follows,

ỹ = sigmoid(wTd+ b), (9)

where ỹ is the predicted probability that user accounts u1 and

u2 refer to the same user identity. Meanwhile, w and b are the

weight vector and bias, respectively. Ultimately, on the basis

of the cross entropy loss [66], we reach the final objective

function for binary classification,

L =
1

N

N∑
i=1

[−yi log ỹi − (1− yi) log(1− ỹi)]. (10)

Figure 4 illustrates the workflow of our scheme, while the

procedure of attentive time-aware user identity linkage scheme

is summarized in Algorithm 1.

V. EXPERIMENT

In this section, we conducted extensive experiments to

answer the following three research questions:

• RQ1. Does our UserNet outperform the state-of-the-art

methods?

• RQ2. How does the attentive user similarity modeling

affect the performance of UserNet?

• RQ3. How do temporal factors influence the performance

of UserNet?

A. Dataset

As a matter of fact, various user identity linkage datasets

have been collected for different research purposes, including

Bennacer [67], Zhang [68] and Yan [3]. However, the currently

released datasets mainly focus on collecting users’ profiles or

network structures, leaving out the plentiful UGCs. Although

Yan [2] has tried to conduct the dataset based on UGCs, they

ignored the timestamps. Towards this end, to facilitate the

research line of user identity linkage from UGCs, we created a

dataset, named TWIN, from two popular heterogeneous social

media platforms: Twitter and Instagram. In particular, we first

obtained the user account mappings on Twitter and Instagram

from “#mytweet via Instagram” [69], which comprises 15,595

users with their accounts on six social media platforms. For

each mapping pair, we collected the user’s latest 200 UGCs

with timestamps on both Twitter and Instagram within the

period from 17/03/2009 to 07/11/2018. To ensure the quality

of our dataset, we only retained users that have more than

150 UGCs on both social media platforms. Ultimately, we

obtained 5,765 user pairs with 1,729,500 UGCs and corre-

sponding timestamps on Twitter and Instagram. In particular,

we noticed that words are flexible and variant in UGCs, which

causes great difficulties in user characterization. Therefore, we

adopted TextBlob [70] to unify words into lowercase letters,

and removed emoji in UGCs.

B. Experiment Settings

Visual Feature. To better characterize an image, we turned

to the ResNet, which is efficient in multiple computer vision

challenges, such as ImageNet [54]. In particular, we adopted

the pre-trained ResNet with 152 layers. Each image of the

UGC, resized to 244 × 244, is fed into the ResNet and

embedded as a 2,048-D vector.

Textual Feature. To generate the textual embeddings for

UGCs, we employed the GloVe with 100-D vector, pre-trained

on Twitter. For words unavailable in the vocabulary of GloVe,

we simply represented them with all-zeros placeholder vectors.

Optimization. We divided our user account pairs into three

chunks: 80% for training, 10% for validation and 10% for

testing. These are treated as the positive pairs, while the

negative unmatched pairs are generated randomly. The amount

of positive and negative pairs is the same. As we cast the

user identity linkages as a binary classification, we adopted

the accuracy as the evaluation metric. For optimization, we

employed the Adam Optimizer with the learning rate being

0.0001. We utilized the idea of grid search to determine the
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TABLE II
PERFORMANCE COMPARISON AMONG DIFFERENT MODELS IN TERMS OF

ACCURACY.

Model Accuracy

QDA 0.5625

WHOLE 0.6836

WSF-GBDT 0.7552

BPR-DAE 0.5703

UserNet 0.8369

optimal values for hyperparameters including the batch size,

the learning rate and the number of hidden units. The proposed

scheme is fine-tuned on the training set and validation set,

and the performance on the testing set is reported. All the

experiments are mainly conducted over a server equipped with

32 Cores Intel (R) Xeon (R) CPU E5-2620 v4 2.10GHz and

four TITAN Xp GPUs. In particular, our model has around

8.4M parameters, and the running time of identifying whether

a given user account pair refers to the same identity based

on their pre-extracted visual and textual features is 25.32ms.

Hence, our model is practical for real-world scenarios with

reasonable time efficiency.

C. On Model Comparison (RQ1)

As limited efforts worked on the problem of user identity

linkage from UGCs, we compared our scheme (UserNet) with

the following baselines.

• QDA. The first baseline treats all UGCs of one user

account as a whole, where the textual posts are merged

together and embedded by Doc2Vec [71], and the image

representations of one user extracted by ResNet are con-

catenated and then projected to the low dimensional space

by the principal component analysis [72]. Accordingly,

we derived the user representation on O2 by fusing his/her

multi-modal representations on O2, and then obtained the

user similarity by quadratic discriminant analysis [73].

To be specific, we programmed it with the help of scikit-

learn [74].

• WHOLE. Similar to QDA, this baseline also charac-

terizes each user account’s textual/visual modality by

considering all UGCs as a whole. Different from QDA,

WHOLE employs BiLSTM to derive the textual repre-

sentation rather than Doc2Vec in QDA. Besides, WHOLE

conducts the text-text similarity and the text-image sim-

ilarity separately by MLP, and obtains the final user

similarity by fusing the text-text similarity and the text-

image similarity.

• WSF-GBDT. The third baseline is derived from the

method in [75], which introduced four writing-style fea-

tures, including lexical, syntactic, structural, and content-

specific features, to characterize users and employed the

support vector machine (SVM) [76] for the user identity

classification. We altered the shallow learning method

with the gradient boosting classifier [77], which surpasses

SVM in our experiments.

TABLE III
PERFORMANCE OF USERNET AND ITS DERIVATIVES WITH DIFFERENT

NUMBERS OF POSTS UTILIZED.

Model K=G=150 K=G=100 K=G=50

UserNet 0.8369 0.8047 0.7939

UserNet-NoA 0.8281 0.7881 0.7832

UserNet-NoC 0.5615 0.5576 0.5703

UserNet-NoV 0.8223 0.7968 0.7900

• BPR-DAE. We chose the content-based neural method

proposed by [78] that explores the heterogeneous data

for the pair-wise item modeling based on the Bayesian

Personalized Ranking (BPR) framework [79]. In partic-

ular, we adapted the scheme to user identity linkage

by calculating the average similarity of all pair-wise

user posts. Essentially, the post similarity takes differ-

ent modalities (i.e, text and image) uniformly. Different

from our scheme, this baseline ignores the temporal post

correlation and attentive user similarities.

Table II shows the performance comparison of different

methods. Based on that table, we had the following obser-

vations: 1) Both relying on the shallow machine learning

technique, WSF-GBDT performs much better than QDA,

which suggests the superiority of the hand-crafted writing-

style features over the representations derived from the pre-

trained Doc2Vec. 2) UserNet significantly outperforms the

best baseline WSF-GBDT. This may be attributed to the fact

that UserNet integrates the multi-modal UGCs rather than the

only writing-style features. 3) UserNet surpasses WHOLE,

indicating the advantage of the fine-grained post similarity

modeling in the context of user identity linkage, which can

further incorporate the temporal post correlation. And 4)

UserNet shows better performance than BPR-DAE that only

focuses on the local pair-wise post similarity modeling. This

result reflects the effectiveness of global post-user similarity

modeling towards the user identity linkage.

D. On Attention Mechanism (RQ2)

To evaluate the effectiveness of our attentive user simi-

larity modeling, we compared UserNet with the following

three derivations. 1) UserNet-NoA. We disabled the attention

mechanism by uniformly assigning the confidence of different

modalities in user similarity modeling. 2) UserNet-NoC.

We made our UserNet simply focus on the post similarity

distribution derived from the visual modality by discarding

that from the textual modality of UGCs on O2. 3) UserNet-
NoV. Similar to UserNet-NoC, we adapted UserNet to only

pay attention to the similarity distribution derived from the

textual modality.

Table III shows the performance of UserNet and its above

derivatives with different numbers of posts utilized. Firstly,

as can be seen, the proposed UserNet consistently shows

superiority over UserNet-NoA with different numbers of posts,

which enables us to safely draw the conclusion that it does

exist different confidence over the image and the textual
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User Instagram Posts

Greetings from Trieste in Italy,
food is an expression of love. It is
how you show those around you
that you care for them.

Modality Confidence

Image 0.14

Text 0.86

Riding a bicycle is the summit of
human. The bike is the perfect
marriage of technology and human
energy.

Modality Confidence

Image 0.95

Text 0.05

Getting hot here!!!

Modality Confidence

Image 0.53

Text 0.47

User Historical Tweets

Dear friends. Life is a bridge. Cross
over it, but build no house on it.

Elegance is not standing out, but being
remembered.

Never limit yourself because of others’
limited imagination; never limit others
because of your own limited imagination.

A successful competition for me is
always putting 100 percent into whatever
I'm doing and knowing new friends.

No better relation than a prudent and
faithful friend. Good morning, world!

Fig. 5. Illustration of different confidence over different modalities of the user’s Instagram posts.

description in a user post pertaining to the user charac-

terization. Hence, it is essential to attentively combine the

post similarity derived from different modalities rather than

uniformly. Secondly, we found that UserNet outperforms both

UserNet-NoC and UserNet-NoV consistently, which suggests

that the visual and textual information complements each other

and both contribute to the user characterization when the

temporal post correlation is taken into consideration. Interest-

ingly, we observed that UserNet-NoV outperforms UserNet-

NoC, indicating that the textual modality of UGCs on O2

contributes more on the user similarity modeling, as compared

with the visual modality. The possible reasons are twofold.

1) It is easier to capture the post similarity based on the

homogeneous data (i.e., Twitter text and Instagram text) than

that on heterogeneous data (i.e., Twitter text and Instagram

image). And 2) the textual information of one UGC is more

concise and descriptive to present the user characterization,

such as the location, occupation and even the relationship.

Thirdly, we found that the more posts we utilized, the higher

performance can be achieved by almost all methods, except

UserNet-NoC where the textual modality is removed. This

reflects the potential of UGCs in the user characterization

and verifies the dominant role of the textual modality in

user identity linkage again. Last but not least, we noticed

that even only with the textual modality, UserNet-NoV can

achieve better performance than UserNet-NoA. This indicates

that uniformly fusing the post similarities from both modalities

TABLE IV
PERFORMANCE COMPARISON OF OUR SCHEME WITH ITS VARIANTS

EXCLUDING THE TIME FACTORS.

Model Visual Text All

UserNet 0.5615 0.8223 0.8369

UserNet-NoT 0.5166 0.8193 0.7217

may hurt the performance that simply based on the more

powerful modality (i.e., text in our case).

To gain a better understanding of the attention mechanism in

our scheme, we provided the experimental results on modality

confidence assignment with UGCs of one user in Figure 5.

To be specific, we can extract the confidences of different

modalities according to Eqn. (7) on the basis of the Tensor-

Flow framework. Due to the limited space, we only listed

several historical tweets of the user as examples. As can be

seen, different levels of confidence can be assigned to different

modalities of a UGC. In particular, for the first Instagram post

of the user, we noticed that higher confidence is assigned to

its textual description as compared to its image. Checking

the user’s historical tweets, we found that this user seems

to be a positive guy, which characteristic can be reflected

better by the greeting words than the image of the Instagram

post. Therefore, it is reasonable to attentively assign higher

confidence to the textual modality. Similar observations can

be found in other examples.

E. On Temporal Post Correlation (RQ3)

To verify the effectiveness of the time factors, we also con-

ducted experiments over the temporal correlation comparison.

In particular, we adopted the baseline UserNet-NoT, where

we disabled the time factors in UserNet by removing the

time decay parameters. Table IV illustrates the effects of the

temporal correlation in our scheme with different modality

configurations. As can be seen, our scheme consistently shows

superiority over UserNet-NoT across different modality con-

figurations, demonstrating that the temporal post correlation

plays a pivotal role in the final user similarity modeling.

Interestingly, we found that the UserNet-NoT only with the

textual posts outperforms that with all posts, which suggests

that the visual signal is not much reliable for user identity

linkage and the general heterogeneous data fusion cannot
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Final morning along the
Asturias coast. Walk,
beach and seafood. 2019

new trips.

We were both a bit
annoyed by the rain but
she wore it better. The
Higashiyama Kyoto.

22/10/2018

15/03/2019

Read The Greatest
Salesman in the World. A
fictional story took place
over 2,000 years ago.

Thoroughly enjoyed this
book, Start. If you want
to escape the average
life, pick it up.

09/07/2018

11/12/2018

Final morning along the
Asturias coast. Walk,
beach and seafood.

We were both a bit
annoyed by the rain but
she wore it better.

22/10/2018

16/03/2019

A fictional story that took
place over 2,000 years ago.

Enjoyed this book, Start.
Motivational and practical.

11/12/2018

09/07/2018

Space is limited, act now!
We are waiting for you at
Community Center!

15/10/2018

We made it to the National
geographic park anyway...

25/09/2017

Found a clean food spot to
eat at! Clean eating!

Helps to make the season
bright. Holiday drinks!

15/10/2018

26/09/2017

U U-NoT U U-NoT U U-NoT

Fig. 6. Illustration of the comparison between UserNet and UserNet-NoT on testing pairs. “U” and “U-NoT” refer to the UserNet and UserNet-NoT,
respectively. We represent the correct judgments of the model with the green circle and that of the wrong with the red cross.

guarantee the performance boost. It also reflects the necessity

of incorporating the time factor in the post similarity modeling.

To gain more deep insights on the influence of time factors,

we illustrated the comparison between UserNet and UserNet-

NoT on several testing user account pairs in Figure 6. As

we can see, UserNet performs much better than UserNet-NoT

in cases when the user posted similar UGCs across different

social media during the same period. For example, we found

that the user1 recorded his/her final morning at Asturias coast

on the same day on both Twitter and Instagram with almost

exact textual descriptions. Similar observation can be found in

his/her later post regarding the annoying rain. In addition, we

have the similar observation for the user2 in Figure 6, which

validates the advantage of taking the temporal post correlation

in the user similarity modeling. Nevertheless, the temporal post

correlation may also lead to the failed cases, such as the user3
in Figure 6, who usually posted totally different contents on

different social media platforms in the same period.

VI. CONCLUSION AND FUTURE WORK

In this paper, we studied the problem of user identity linkage

across social media based on the heterogeneous UGCs. In

particular, we proposed an attentive time-aware user identity

linkage scheme, which jointly unifies the time-aware post

correlation modeling and attentive user similarity modeling.

Towards the evaluation, we created a large-scale user iden-

tity linkage dataset, TWIN, comprising 5,765 users with

1,729,500 UGCs and corresponding timestamps from Twitter

and Instagram. Extensive experiments have been carried out

and demonstrated the effectiveness of our proposed scheme.

Interestingly, we found that the visual and textual information

of a post complement each other and both contribute to

the user characterization. In addition, different modalities in

a user post do have different confidence in user similarity

modeling. Meanwhile, the experimental results show that the

temporal post correlation plays a pivotal role in user similarity

modeling. As a residual product, we have released the dataset,

codes, and parameters to facilitate other researchers.

Currently, we focus on tackling the user identity linkage

problem based on UGCs. In this work, we mainly investi-

gate the potential of users’ distributed heterogeneous contents

on different platforms in the user identity linkage problem,

especially for active users. In the future, we plan to further

incorporate the users’ profile and social network structure to

take users with sparse UGCs into consideration.
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